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Motivation
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• Fusion of knowledge from numerous decentralized organizations
• Unable to centralize their data and fully collaborate to learn a shared model 

Figure 1. Decentralized organizations form a community of shared 
interest to provide better Machine-Learning-as-a-Service.



Gradient Assisted Learning (GAL)
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• Vertically-distributed data
• Suppose there are 𝑀 organizations. Each organization 𝑚 only holds 𝑋!, a 

sub-vector of the joint data 𝑋
• Sponsor (Alice) : 𝑋", 𝑦"
• Assistors: 𝑋#, … , 𝑋$

Figure 2. An illustration of organizations’ vertically distributed data.
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• Objectives
• Ideal case

• Without assistance

• Gradient assistance
• Our objective

• Pseudo-residuals



Gradient Assisted Learning (GAL)
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• The GAL algorithm
• Asymptotic convergence analysis
• Reduce to the standard gradient boosting algorithm when there is only one 

organization

Figure 3. Learning and Prediction Stages for Gradient Assisted Learning (GAL).



Experiments
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• Model Autonomy
• An organization with little informative data and free choice of its local model 

(model autonomy) can leverage others' local data and models and even 
achieve near-oracle performance.



Experiments
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• Comparison with Assisted Learning (AL)

Figure 4. Results of the CIFAR10 (a-c) (𝑀 = 8) and MIMICL (d-f) (𝑀 = 4) datasets. GAL 
significantly outperforms ‘Alone’ and ‘AL’ and performs close to the centralized baselines. 



Experiments
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• Case Studies
• Deep Model Sharing
• Three-dimensional object recognition
• Medical time series forecasting



Conclusion
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• We propose a Gradient Assisted Learning (GAL) algorithm that is suitable for 
large-scale autonomous decentralized learning. 

• We provide asymptotic convergence analysis and practical case studies of GAL. 
For the case of vertically distributed data, GAL generalizes the classical Gradient 
Boosting algorithm.

• Our proposed method can significantly outperform learning baselines and 
achieve near-oracle performance on various benchmark datasets. 

• Future works can study GAL with Adversarial Learning, Fairness, and Automated 
machine learning



Thank you!
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