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Predicting Injury Risk through Machine Learning
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Returns

e Logistic regression performed to

e “Balance” variables contributed significantly to injury risk

e Random Forest and Gradient Tree Boosting models produced ~ 65%
accuracy

e Accuracy can be maximized as our dataset increases



Web Applications Future Steps

Application made for clinical Duke e Cleaning up and updating our web
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Application made for student
athlete use:

° Explore where athlete
stats stand compared
to team

° Color-coded based off
test value




